The Journal of Engineering and Exact Sciences — jCEC, Vol. 06 N. 01 (2020)
journal homepage: https://petiodicos.ufv.bt/ojs/jcec

doi: 10.18540/jcecvl6iss1pp0008-0014
OPEN ACCESS — ISSN: 2527-1075

1
I ||t
g |

{
)

I

IN SILICO ELUCIDATION OF SOME QUINOLINE DERIVATIVES
WITH POTENT ANTI-BREAST CANCER ACTIVITIES

M. O. IDRIS!, E. S. ABECHH,

G. A. SHALLANGWA! and A. UZAIRU

! Ahmadu Bello University, Department of Chemis®@gria City, Kaduna, Nigeria

ARTICLE INFO

ABSTRACT

Article history:
Received2019-07-10
Accepted2020-01-03
Available online2020-02-15

keywords
QSAR model

Model validations
Breast cancer
Quinoline derivatives

The toxicity and high resistance to the commergiatlld breast-cancer drugs have become
more alarming and the demand to produce new arglttedc breast-cancer drugs arises. In
silico studies was carried out on some quinolineivdgives to investigate their reported
activities against breast cancer and thereby geteeeamodel with a better activity against
breast cancer. The chemical structures of the camgse were optimized using Spartan
software at Density Functional Theory (DFT) lewgtizing the B3LYP/ 6-31Chasis set.
Four QSAR models were generated using Multi-LinBagression (MLR) and Genetic
Function Approximation (GFA) method. Equation orees\whosen as the best model based on
the validation parameters. The validation paramsteas found to be statistically significant
with square correlation coefficient fRof 0.9853, adjusted square correlation coefficient
(Radjz) of 0.9816, cross validation coefficier (?) of 0.9727 and an external correlation

coefficient squareR;,s.%) of 0.6649 was used to validate the model. Thi mddel was a
good and robust one for it passed the minimum requént for generating a QSAR model.
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1. INTRODUCTION and avoidance of negativedalue. The IUPAC name of the
compounds and their biological activities is presdrin Table

Cancer is a term used to describe the abnormaitreguilar
growths that occur in the cell. It follows the citatory diseases
when it comes to health issues that take lives.\WWhedd Health
Qrganization (WHO) forecast that if_a new prev_emineasure Table 1: Compounds names and their activities.

is not adapted, the world may experience aboutilomdeath —y IUPAC name of compounds Activities
case by the year 2020 (Frankish, 2003). /umolL

ICso pICso
Breast cancer is an irregular growth of the brealtIt is found _1 2-cyanc-3-pheny-N-(quinolin-3-yl) acrylamide | 79.20 | 4.1013
mostly in women but in some cases, men can alsib. diis the 2Z-cyanc-N-(quinolin-3-yl)-3-p-tolylacrylamide_| 74.40 | 4.1284
commonest cancer amongst women; about 1.4 milliew n g'%g':gi';'m'ﬂuompheny"N'(qu'ml'n'3'yl) 40.00 | 43979
breast cancer cases were reported in 2008 to haea b4 2-cyano-5-phenyl- N-(quinolin-3-yl) penta-2,4- 63.60 | 4.1965
diagnosed. Countries with low income were repottedhave dienamide
about 60% death cases resulting from breast cdfeglay et 5 3-(2-chlorophenyl)-2-cyano-N-(quinolin-3-yl) | 53.50 | 4.2716

pICso = -Iog (|C50x10'6) (1)

w(N

; ; acrylamid
al., 2008). The survival rate of breast cancer.s:als‘éers from 3-(benzo[d] [1.3] dioxol 51 Zcyano - =10 T 22434
country to country. An estimated 5 years survieagshow that (quinolin-3-yl) acrylamide
only 40% can survive in low income countries anéoG@ high 7 2-cyano-3-(3-nitrophenyl)-N-(quinolin-3yl) | 65.20 | 4.1857
income countries (Coleman et al., 2008). acrylamid
8 2-cyano-3-(4-nitrophenyl)-N-(quinolin-3-yl) | 63.00 4.2007
P . . . . acrylamid
Quinoline is an aromatic heterocyclic compound hgva —3 2-cyano-3-(d-hydroxy-3-methoxyphenyl)-N- | 20.80 | 45258
do_uble ring structure Wlth_ a fused benzene rlngha_t two (quinolin-3-yl) acrylamid
adjacent carbon atoms. It is also referred to azd@yridine, 10 | 2-cyano-3-(3,4-dimethoxyphenyl)-N-(quinolin- 64.60 | 4.1898
benzo[b]pyridine, 1-benzazine. It is a hygroscopédlowish 3yl) acrylamidi
oily liquid that is slightly soluble in water, alool, ether and 11 | 2:¢yano-N-(quinolin-3-y1)-3-(2,3,4- 49.80 | 4.3028

. . - trimethoxyphenyl) acrylamic
many other organic solvents (Ferlin et al., 20G3jinoline —; 2-cyano-3-(2,4-dichorophenyl)-N-(quinolin-3] 57.60 | 42396

derivatives are widely used in the field of medéiand yl) acrylamid
medicinal chemistry because of their anti-malariahti- 13 | 2-cyano-5-(4-(dimethyl amino) phenyl)-N- | 40.40 | 4.3936
microbial, antitumor, antifungal, antihypertensivanti-HIV, (quinolin-3-yl) pente2,4dienamide

analgesics and anti-inflammatory activities. Quimel 14 | 2:¢yano-3-(2methoxynaphthalen-1-y)-N- | 57.50 | 4.2403
(quinolin-3-yl) acrylamidk

derivatives represent a large number of anti-peddifive agents —g 7-(trifluoromethyl)-N-(3,4,5-timethoxyphenyl] 9.380 | 5.0278

exhibiting cytotoxicity through DNA intercalationcausing quinolin-4-amine
interference in the replication process (Gaspareittal., 2006). 19 | N-(3-methyl bicyclo[3.3.1]nonan-3-yl)-7- 24.10 | 4.6180
For the treatment of breast cancer, commercially daugs like (trifluoromethyl)quinolir-4-amine

fulvestrant, lapatinib, eribulin  mesylate, pertuaim 20 ;;mgro'N'(ﬂ"morpho"mphenyl) quinolin-4- 31.50 | 4.5017

everolimus, doxorubicin and other numerous ageav® feen ~31 | N-(a-morpholinophenyl)-7-(trifluoromethyl) | 23.30 | 4.6326
approved by the Food Drugs and Administration (FE&)sub- quinolin-4amine
types treatment. Efforts have been put in placketelop a new 22 | 5-(7-(trifluoromethyl) quinolin-4-ylamino) 21.40 | 4.6696

; pyrimidin-2,4-(1H,3H)-dione
and more effective cancer drugs through synthesiseucture. —z—-13 G o e tifluoromethyl) quinolin 4] 2330 | 46326

modification. ylamino) pyrimidin-2,4-(1H,3H)-dione
24 N-(benzo[d] [1,3] dioxol-5-yImethyl)-7- 21.10 4.6757
QSAR is a computational technique that shows madiieadly chloroguinolir-4-amine
the relationship between the inhibitory activityneblecules and 25 E\t‘r'i(f?ueoﬂrﬂi]ﬂ[]ii?éS;ﬁéﬁr']'i'gnf?iity')”' 26.20 | 4.5817
their chemical structures. Itis the commonly usedhputational — N-(5.6-dimethyl-1.2.4-triazin-3-y1)7- 2180 | 46615
technique for predicting the physicochemical préipsr of (trifluoromethyl-quinolin-4-amine
molecules (Wong et al., 2014). QSAR method savé and 27 | N-(7-(trifluoromethyl)-quinolin-4-yl)-quinolin- | 14.20 | 4.8477
resources when developing or designing new drugsaoimer 3-amine _ _
related substances like fungicides and herbicitesif(et al., 28 é;}%‘;ﬁ?ﬁ;ﬁgﬁgﬂuommemy') quinolin-4-yl)-| 16.30 | 4.7878
2013). The aim qf this refsearch was to build a Qa#del WIth 20| N-(4-(4-aminophenylsulfonyl) phenyl)-7- 1880 | 27258
improved activity against breast cancer from quirel chloroquinolir-4-amine
derivatives that would give the pharmacologist phdrmacist 30 | N-(4-(4-aminophenylsulfonyl) phenyl-7- 2350 | 4.6289
an insight when to in the design of new breast eadougs. (trifluoromethyl-quinolin-4-amine
31 N,N’-(4,4’-sulfonylbis(4,1-phenylene)bis(7- | 23.20 4.6345
chloroquinolir-4-amine
. 32 N,N’-(4,4’sulfonylbis(4,1-phenylene)bis(7- 24.00 4.6198
2. MATERIALS AND METHOD
; (trifluoromethyl’-quinolin-4-amine
_2|_'h1' Da.ta ?olle(;:thn fi d in this stud tected f 33 | 7-Chloro-4-isothiocyanatoguinolir 22.40 | 4.6498
e_qumo Ine derivatives used In this study w edirom 34 N-(4-(4-aminophenylsulfonyl)phenyl)-N-(7- | 22.70 4.6440
the literature. chloroquinolir-4-yl)-carbamimiodothioic ac
2.2. Biological Activities(plC50) 2.3 Data optimization

The biological activities of the composwere measured 2D structures of the compounds were drawn with (biaw
and reported in the literature assdCt was then converted tosoftware. The structures were imported into Spatéaiv1.1.4
logarithm unit (plGo) using the equation 1 below for simplicit\wave Function programming software to obtain thatiap
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conformation structures. The software minimizesehergy of
the molecules by optimization at Density Functiofialeory

(DFT) level, utilizing the (B3LYP/6-31G basis set. The

optimized molecules in Spartan format were therveaed to
an SD format and were saved, this is because PdDdscriptor
software only recognizes SD file format. The sa8H file
format was also imported into the PaDEL descristmftware
V2.20 to calculate the molecular descriptors.

2.4 Molecular
treatment

The chemical characteristic of a compound is bestidbed by
its descriptors in the form of numerical values.eTRaDEL
descriptor software V2.20 was therefore used toutate the
descriptors of the compounds and a total numbe3i
descriptors were calculated.

Descriptor Calculation and data pre-

2.5 Data Pre-treatment and division

The data was first normalized to give the descriptequal
chance of occurrence using equation 2, after wihietdata was
pre-treated (Singh 2013).

— _Xi-Xmin

2
Xmax—Xmin ( )
WhereX; is the value of each descriptad¥,,,, andX,,;, is the
maximum and minimum value of the descriptors irheadumn
X.

The data pre-treatment was carried out using tha pee-
treatment software in the DTC Lab, this was donkelgao

2 _ _ Z(Yexp_ypred)z

= (5)

Z(Yexp _Ytraining)z

Where Yoy, » Ypreq @nd Yiqining » are respectively the
experimental activity, the predicted activity, atite mean
experimental activity of the compounds in the tiragnset. The

R? value alone cannot be used to affirm the goodnésheo
model, so Rwas adjusted for the number of variables in the
model. The adjusted?Rs given as:

2 _ R?*-k(n-1)
adj = ppe1 )
Wherek is the number of independent variables in the model
and n is the number of descriptors.

The QSAR equation used to predict the biologictiay of the
compounds was determined using the leave-one-aogscr
validation equationd?,), given as:
X(Yexp—Y, red)z

2 = 1- P P 7
QCV [Z(Yexp_?training)z ( )
WhereY,,, , Yprea and Yyqming . are respectively the
experimental activity, the predicted activity, atite mean
experimental activity of the training set.

2.7. External validation of the model.
The external validation of the model was carrietiauthe test
set to ensure the selected descriptors are apptemd to also

remove any redundant descriptor and none informatiyonfirm the model's robustness. This can be expressing
descriptors (Shola et al., 2018). The pre-treated set was then equation 8.

divided into two sub-sets namely, training and test by
employing Kennard and Stone algorithm method (Kehres
al., 1969). The training set contains 70% of thaltcompounds
and was used to build the model while the remainorgpounds
(test set) were used to validate the built model.

2.6. Internal Validation of Model.
The internal validation of the model was carried with the

_ 2
Z(YPTEdtest Yexp test)

thest =1 (8

Z(ypredtest_ytraining)z

WhereYy,eq, ., » Yexpros: is_predicted, experimental activity of
the test respectively, anf.qining is the mean activity of the

training set. A good and robust model will haRj,, value>
0.6.

Materials Studio V.8.0 software, employing the Gi&ne
Function Approximation (GFA) method. The models eve

L. . .
estimated using the LOF (Friedman 1991) which gessed in 2.8. Y-randomization test

The Y-Randomization test is an external validatitast

equation 3: performed on the training set to confirm the sttlargf the built
_ ssE model (Tropsha et al., 2003). For a QSAR model desfy-
LOF = 1-S2Py () Randomization test theR,,? value must be more than 0.5. The

below equation is used for the calculation.

Where SSE is the sum of squares of errors, C isitingber of
terms in the model, d is a user-defined smoothergupeter, P
is the total number of descriptors in the model] &h is the

amount of data in the training set. SSE is defimgéquation 4.
@ descriptors used in the model and is expressed as:

SSE = ’(Yexp—ypre)z
N—-P-1
VIF =

2.6.1 Correlation coefficient (R? and adjusted correlation

coefficient (R4q,°). R? is the multiple regression correlation coefficiemts the
The correlation coefficient square?Rs the plot of predicted variables within the model. If the VIF value failisthe range of
activity against the experimental activity whichosls the 1-5, the model is good and acceptable, if the vislde it shows
potency of the model and the efficiency of the celé no collinearity among the descriptors and if is\ab0, it shows

descriptors. A close value o B 1.0 indicates a good modelthat the model is not good and cannot not be aedept
This can be calculated as follows.

cR,? = R[R? — (Ry)?*]? (9)

2.9. Variance Inflation Factor (VIF).
The VIF is a measure of the multi-collinearity argothe

1
1-R2

(10)
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3. RESULTS AND DISCUSSION
2.10. Applicability Domain. Thirty-one compounds were subjected tairasilico studies to
Applicability domain was performed on the compourtds develop a QSAR model with a better activity agaibstast
detect an outlier and influential molecules. Th&'ehage cancer. The Compounds were drawn using ChemDraw and
approach was employed to describe the applicalibtyain of optimized using Spartan software 14.1.14 versioobimin the
the QSAR model (Tropsha et al., 2003). Leverage given three-dimensional spatial conformers, after whighrholecular

chemical compound is defined as follows: descriptors were calculated with PaDEL descripmitwsare
V.2.20 and 931 descriptors were calculated. Tha date pre-
L =X&X")7x," (11)  treated to remove those with repeated or sameitgciind those

with empty columns. They were then divided intartirag and
l;is the leverage of each compounkisis the descriptor row- test set. 70% of the total compounds (2, 4, 5, 812013, 14,
vector of the query compouridandX is the (m x n) descriptor ,19, 20, 21, 24, 25, 26, 27, ,28, 30, 32, 33, 34kenup the
matrix of the compounds in the training set thatevesed to training set while the remaining 30% (1, 3, 6, 719, 18, 23,
build the model. The warning leveradg)(is used to assess the9, 31) were the test set. The model was built #ithtraining
leverages, molecule(s) with value greater thatetherage value set utilizing the GFA-MLR from the material studBnftware,
is said to be an influential molecule. This wasgkdted using the model was validated with the test set. Four efdvere

equation 12. generated and the first model was chosen as tirawptmodel
because of its high potency, affinity, efficacy aselectivity
1r = 3 & (12) (PAES). Table 3 shows the four equations and thefinitions.

n

Table 3 Models equations and descriptors.

Where n is the total number of training set compuisuand k is SN Equations Defions

the number of dgscrlptors in the quel. The Wilkaptot is a — PICo= X505 - SL: minHBInt2
plot of standardized residual against leverage eyanl to 0.071169725*X505+0.009132493*X751- X751 : ABX: WPSA3
elucidate the relevance area of the model in terfrchemical 0.037066466*X758- X758 : ACE: RNCS
space. Data is said to be an outlier if the stalided cross- 0.023009609"X845+4.933312035 X845 : AFN: RDF85¢
validation residual value generated by the modgtéster than 2 PICso= - X505 : SL: minHBint2
g y g 0.075172920*X505+0.033710209*X58{ X584:VM:ETAEta_F_L
13, 0.039221060*X758- X758 : ACE: RNCS
0.023180487*X845+4.883406055 X845 : AFN: RDF85e
2.11. Mean Effect of the model (ME), ° glc%oz:ozmgs*xsosw 006497927*X58( iggg-:\i-l_ Er?/'f HE?mté
The mean effect was carried out on the trainings&how the 0.038714612*X758- -x758'- ACE: R—NCZ—
.relati\{e importance of each descriptors in the rhbdét. This 0.024063116*X845+4.955391798 X845 : AEN: RDF85e
is defined as follows: 4 pICso= - X505 : SL: minHBInt2
0.070392188*X505+0.000127795*X741-X741 : ABN : DPSA-2
B:Y"D; 0.039846693*X758- X758 : ACE : RNCS
ME = =L (13) 0.025338322*X845+4.992974866 X845 : AFN : RDF85e
Zj (BjZi Dj)

. - L ) Model one was found to have piC= -0.071169725*
B;is the coefficient of the descriptprin the modelD; is the | inHBInt2 + 0.009132493* WPSA-3 0.037066466 RNCS
value of each descriptors in the data matrix fehe@aolecule in _ 5 023009609 RDFS85e+ 4.933312035. The descriptors used
the training set, m and n are respectively the remif j, {he model wereninHBINt2 which is a 2D structure and is
descriptors that appears in the model and the nurbe \jinimum E-State descriptors of strength for poteiritiydrogen

molecules in the training set (Minovski et al., 21 Bonds of path length 3YPSA-3is a PPSA-3 * total molecular
surface area / 100RNCSis a 3D Relative negative charge
2.12. Strength of the Model surface area -- most negative surface area * RN@IRBF85e

The strength of the built model was evaluated usiath the \hich is also a 3D molecule which means Radial distrduti
internal and external validation parameters. Tatdelow show fnction - 085 / weighted by relative Sandersonctete
clearly the standard validation parameters for aeggly negativities. The validation parameters presentedable 4
acceptable QSAR model (Veerasamy et al., 2011). passed the recommendations for building a good QB&Rel

o when compared to the standard validation paramethrs
Table 2 Standard Validation Parameters for a good QASRgicate how potent and robust the model is.

model.

\ﬁg‘?gg:s Meaning values  Taple 4 Validation parameters (VP)
P — M Validation Equations
R? Coefficient of determinatic =0.6 parameter 1 2 3 4
Pysy, Confidence interval at 95% confidence | <0.06
level Friedman LOF 0.0042 0.0045 0.0047 0.0050
sz Cross-validation coefficient >0.5 R-squaredR?) 0.9853 0.9842 0.9835 0.9827
R —Q.° Difference betweeR?andQ._,’ <03 Adjusted R- , 0.9816 0.9803 0.9793 0.9784
Noxe. test set. Minimum number of external test sets >5 squaredRqq;")
Riese? Coefficient of determination for external| > 0.06 gg:e\éa(gdgt)ed R-| 0.9727 0.9719 0.9708 0.9688
test set U Xep
CR,? Coefficient of determination far- > 05 rség?gs'(;?:fegﬁe 268.4242| 249.5214| 237.7687  227.6479
randomizatio -
Min exp. error for | 0.0238 0.0247 0.0253 0.0258
none-significant
LOF (95%
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Table 5. Y- Randomization.

the same range and the inhibitory activity of tbenpounds are

interpolative.

Model R R? Q?
Original | 0.9926|  0.9853 0.9727 Table7: Statistical analysis
Model 1 0.3946 0.1557 04277 Statistical Analysis _ Activity
Training set Test set
Model 2 0.6179 0.3818 -0.2281 Number of compount 21 10
Confidence level (959 0.1026 0.2040
Model 3 | 0.5382 0.2895 -0.4008 Mear 4.4943 4,4772
Median 4.6180 4.4619
Model 4 | 0.6202| 0.3846 -0.1050 MaximuTT 18477 50278
Model 5 | 0.4260| 0.1815 0.4988 Minimum 4.1284 4.1013
Model 6 | 0.6586| 0.4338 -0.1035 Kurtosis -1.3909 0.1187
Rang 0.7193 0.9265
Model 7 0.4171 0.1740 -0.3489 Skewness -1.3909 0.1187
Model 8 | 0.4058 0.1647 0.3681 Standard deviation 0.2254 0.2852
Model 9 | 0.2344 0.0550 -0.5589 Sample variance 0.0508 0.0814
Model10 | 0.1926] 0.0371 -0.7175
R — Table 8 and 9 illustrate the low residual actiwiglues for both
n A"e(:ig;o;a” omized mode training and test set, this confirmed the high jotiace power of
el e the built model.
Average | 0.2258 ) ] ]
R Table 8 Experimental, predicted, residual and standard
Avegage -0.3757 residual activity for training set.
Q 2 SIN Experimental Predicted Residual Standardized
cR,”: 0.8780 activity activity activity Residual
2 4.1284 41612 -0.0328 -1.1999
The Y—random|zat|on_r(_asult presented in table 5 watest — 2.1880 11973 00025 00917
conducted on the training set to show the robustmdsthe PRI 12109 00142 G
model. The low values of botl?F0.2258) and &(-0.3757) for ' ' ' i
several trials affirm that the built model is stbtobust and 12 4.2396 4.2270 0.0126 0.4597
reliable. While the:sz value (0.8780) greater than 0.5 confirm 2z 4.6757 4.6928 00171 0.6259
that the built model is powerful and was not dedgehance.
Other statistical analyses carried out on the medkscriptors 5 42716 4.2742 -0.0026 -0.0945
are Pearson’s correlation (PC), mean effect (ME) #me 8 4.2007 4.1803 0.0204 0.7458
Variance inflation Factor (VIF). The PC shows thaer-
correlation between each descriptor, the ME indgathe 19 4.6180 4.6773 -0.0593 -2.1731
relative importance of each descrlp_tor on the buidel whllg 20 215017 25122 0.0106 20,3866
the VIF shows that the model is strong and stati#l}i
acceptable. There was no inter-correlation betweke 21 4.6326 4.5946 0.0381 1.3935
des_cr|ptors becausg all the paired values werdhassl.0. The — 76696 26617 0.0079 02891
positive and negative value of the mean effect shake
strength of the model based on their magnitudesags. Table 13 4.3936 4.4191 -0.0254 -0.9315
6 present this analysis. 12 4.2403 41992 0.0412 15071
Table 6. Pearson’s correlation matrix, VIF and mean effect 26 4.6615 4.6923 -0.0307 -1.1248
the QSAR model descriptors. 27 4.8477 4.8075 0.0402 1.4728
Descriptors Inter-correlation VIF Mean
__ Effect | 30 4.6289 45907 0.0382 1.3996
minHBInt2 WPSA-3 RNCS RDF85e
minHBINt2 1 -0.0748 0.1683] -0.1786 1.0510 0.3973 32 4.6198 4.6173 0.0025 0.0907
- -0.0748 1 - 0.8074 2.9136| -0.4453
WPSA-3 0.5931 33 4.6498 46498 -0.0001 -0.0025
RNCS 0.1683 -0.5931 1 0.1683 2.2078 0.3013 34 4.6440 4.6391 0.0049 0.1789
RDF85e 01786 | 08074 | 01683 1 41810 0.7467
25 4.5817 46111 -0.0294 -1.0749
I . _ 28 4.7878 47689 0.0190 0.6943
The univariant statistical analysis presented bilet& below

shows that there is no significant difference ir tmean,
standard deviation and median values of the congsuhhis
indicates that the inhibitory activity of both tnéng and test set
are similar when compared. The insignificant défece in the
range values of the two set indicates that thebitdrly activity
of the two set are similar. The maximum values4478-5.0278)
and the minimum values (4.1284 - 4.1013) of thaing and
test set respectively confirmed that the compowardswithin
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Table 9 Experimental, predicted, residual and standasidival
activity for the test set.

SIN | Experimental | Predicted | Residual | Standardized
activity activity activity Residual
1 4.1013 4.9957 -0.8944 -1.3558
23 4.6326 4.4106 0.2220 0.7424
6 4.2434 4.8327 -0.5893 -0.8358
29 4.7258 4.2333 0.4925 1.2101
3 4.3979 4.9089 -0.5109 -0.6628
31 4.6289 4.2268 0.4022 1.1071
18 5.0278 4.4661 0.5617, 1.3089
7 4.1858 4.9269 -0.7412 -0.9058
9 4.5258 4.7537 -0.2280 -0.1251
11 4.3028 4.5810 -0.2783 -0.4830

Figures 1 and 2 display the plot of experimentéiviag against
the predicted activity for both training and testt §he two plots

have R value greater than 0.6 which indicate a strong a

reliable model. Figure 3 display the plot of stamlifze residual
against the experimental activities, all the commtsu were
found to be within the range value of 2, this ¢onéd the
strength and robustness of the model.

Training set

(o2}

(61

R2 = 10,9853

Preicted Activity
N w £

=Y

0

0 4

Experimental activity

Figure 1 - Plot of experimental activity against predicted
activity for training set.

6

Test set

P
S 6| R2=0,6649
3]
<
- 4
)
Q
D2
S

0

0 8

E%(perimen%al Activit)(i

Figure 2 - Plot of experimental activity against predicted
activity for test set

The Williams plot in figure 4 above is a plot oastlardized
residual against leverage to know the influentiehpounds and

outliers in the model. The result shows that al tompounds
were within the limits square of +3 except compaiidd, 23
and 31 from the test set that exceeded the cadclilarning
leverage [ = 0.7). This could be attributed to the differeinte
the chemical structure of those compounds and as gwse
compounds are said to be structurally influentiahpounds.

— 3
S
S 2
é 1 ¢ o0
B s
Y £ .
o e @ Training
© _1 -»”
= Test
g -2
& g

-3

0 1 2 3 4 5 6

Experimental Activity

Figure 3 - Plot of standardized residual versus experimental

_ 3
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‘G oo ¢
o1 > o
&

) <&
N o ¢ ‘00 s ¢ * # TRAINING
_cg-l Gone ¢ TEST
C
-2 .
7]

-3

0 010203040506070809 1

leverage
Figure 4 - Plot standardize residual against leveige

4. CONCLUSION

The result of this work in all ramification passthé minimum
recommendation for building a good QSAR model, witfues
of R? = 0.9853, adjusted R 0.9816,Q,*> = 0.9727 and an
external validated R 0.6649. The applicability domain and the
low residual values both confirmed that the buitidal is robust
and has a high predictive power which satisfies¢isearch aim.
Conclusively, this work would give first-hand infoation to the
medicinal chemist, pharmacist and pharmacologisterwh
developing a new anti-breast cancer agents.
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